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In lack of policies: rural teachers and modes of digital 

literacy

Authors

Dr. Edgardo Carniglia - Department of Communication Sciences. National University of Río Cuarto 
(Argentina) and ISTE - Institute of Social, Territorial and Educational Research (Argentina).

Prof. Cintia Tamargo - San Jose Higher Institute of Teacher Training. (Laboulaye, Córdoba, Argentina).

Abstract

A communication policy premise supports the need for public policies and / or civil society actions to 
cover the various digital gaps generated by insufficient market mechanisms.

The persistence of the digital divide, as a particular inequality of the rural territories of Latin America, 
comprises multiple related dimensions (infrastructures, machines, networks, programs, services, etc.). 
The reproduction of this digital divide requires up-to-date studies in the theoretical, empirical and 
practical aspects since, for example, few specific studies document the relationship between digital 
technologies and schools in the heterogeneous rurality of Argentina.

The coverage of digital gaps in public childhood education by the state and civil society is absent or 
very limited in the different rural areas of Argentina during the 21st century. The specific known 
experiences only provide equipment and little contemplate the literacy of teachers and other 
educational actors in general and specific aspects of the integration of computers, networks and other 
ICT (Information and Communication Technologies) in the different dimensions of school work.

This research asks what the subjects of ruralized education do when they are forced, from various 
domains, to use digital technologies while digital and educational policies do not enable the relevant 
literacy processes for such use. In this way, it is investigated at a micro-social level about the roles that 
local actors of rural education play in the construction of communication policies during the ongoing 
digital transition.

In an Argentine rurality without explicit systematic digital literacy policies for all members of rural 
schools, how do these teachers, forced to use digital technology, become literate in the modes, media 
and genres of digitized communication? In particular, how do teachers incorporate digital technologies 
into their abilities to educate rural children?

A qualitative perspective predominates in the methodology of this research. The various significant 
testimonies of the rural teachers belong to individual and collective semi-structured interviews, carried 
out in an extensive and intermittent field work in rural primary and public schools. These educational 
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institutions belong to a territory in the south of the province of Córdoba (Argentina) with a historical 
predominance of extensive and mercantile agriculture as well as a limited current capacity to generate 
direct work.

The results of the study show that, in the almost total absence of state digital literacy policies, teachers 
in rural primary and public schools deploy three specific and non-exclusive modes of literacy in 
technologies such as computers and digital networks.

Each of these modes of ICT literacy by public education teachers indicates implicit and implicit 
guidelines for public communication policies and other actions to cover the digital gaps in education in 
rural worlds of a heterogeneous and increasingly unequal society like Argentina.

Submission ID
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Mobiles, Diabetes self-management and COVID-19 Pandemic

in Kenya

Authors

Dr. Leah Komen - Daystar

Abstract

Diabetes mellitus affects more than 220 million people worldwide (WHO, 2011) and the focus on 
Diabetes has been heightened during the current COVID19 Pandemic due to propensity of patients with
this condition feared to suffer the most due to their already compromised immunity. According to the 
Kenya Defeat Diabetes Association, Kenya has almost 2 million people living with Diabetes and that 
this burden is huge for senior citizens. There is need to spotlight on the plight of these group because of
the brunt they bear of lifestyle diseases. COVID19 has challenged the physician-centered Diabetes 
care. Opening to a focus on self-management instead. The Ongoing social distancing and lock downs 
have negatively impacted on access and self-management of Diabetes (Mukona & Zvinavashe, 2020). 
Diabetes self- management requires individual behavior change, dietary changes, and physical activity 
among other interventions. Diabetes-related research has focused largely on management of the 
physical and medical aspects of the condition but less on the psychosocial aspects of diabetes, such as 
stress and impact upon quality of life.

Although mobile telephony has been flaunted as useful cheap communication devices, there is scant 
empirical evidence in the wake of global COVID19 pandemic and its connection to underlying 
conditions. This study describes the use of Mobile telephony in the self-management of Diabetes 2 in 
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the wake of the global pandemic and explore the challenges and barriers that Persons Living with 
Diabetes (PLWD) face including their mental health and psychosocial support mechanism. The study 
moves away from the gaps in technology access between the haves and have not and concentrates on 
the role of digital technology to engage PLWD and their self-efficacy and self- management.

Using theory of planned behavior (TPB) which posits that behavior change is influenced by an 
individual's attitudes, perceived social norms, intention to perform the behavior, and perceived control 
over the process to change the behavior (Ajzen, 1991). Intention to change is weighted on relative 
importance of attitudes, and subjective norms (perceived social pressure to perform a behavior that 
reflects the normative beliefs. This study employed in-depth interviews with 25 persons with Diabetes 
Mellitus type 2 through snowball strategy. Interviews were via mobile phone or physically while 
observing social distance. The interviews focused on patient’s motivation, fears, and self-management 
of the diseases in the wake of COVID19 and how mobile phones were utilized. Findings showed fear 
of untimely death, due to possible misdiagnosis for COVID19, family provided strong psychosocial 
support, but norms and motif was questioned in some cases. The study concluded that mobile 
communication via mobile phone was useful in getting the patients talk to their doctors, text insulin 
readings and have long conversations with family and Doctors on how to self-manage. The study found
evidence on the impact of use of mobile telephony interventions in improving health outcomes and 
processes of psychosocial support for PLWD and challenged the government to subsidize the insulin 
reading machines cost and lower texting and calling costs for PLWD.

Key words: Diabetes type 2, mobiles, digital inclusion, COVID19, seniors, Kenya
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Technology policies in the midst of a pandemic: framing 

disinformation through policy

Authors

Mrs. Kimberly Anastácio - American University

Abstract

Governments are increasingly promoting policy solutions to online disinformation. Legislators make 
assumptions about what the problem is and how to solve it when they propose regulatory texts about 
disinformation. Prior investigation showed that the concept of fake news is a floating signifier 
mobilized as part of broader and sometimes partisan political struggles. Besides, it showed that the way
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lawmakers frame disinformation affects the policies they create. This study is a qualitative textual 
analysis of eighty disinformation bills created between 2019 and 2020 in Brazil. It examines how 
political disputes are framed into different uses of the term disinformation in technology-related bills. 
Coding was done in three steps. First, each proposed legislation was labeled in four aspects: their 
problem definition, causal interpretation, moral evaluation, and treatment recommendation. Second, 
similar themes were identified, and the bills were labeled according to their creator’s political party. 
Finally, themes were merged into fifteen different subcategories to offer a concise and functional 
overview of the bills. The paper’s initial findings point out that lawmakers do not clearly understand 
what disinformation is, how it occurs, and what role platforms such as Facebook and Twitter play. It 
also demonstrates that the lawmakers’ solutions do not match their own assumptions about the nature 
of the disinformation problem. They mix different definitions and, sometimes, misinterpret the 
architecture of digital platforms. Finally, the paper indicates that lawmakers are intentionally using 
crisis-type rhetoric about the Covid-19 pandemic to alter the level of political support for policies that 
criminalize online disinformation. The paper defends the need to shift the regulatory focus from the 
Internet user who is criminalized for creating or spreading disinformation towards policies about digital
platforms’ design and governance. The analysis turns visible political struggles behind online 
disinformation policies. It highlights the dangers and possibilities of regulating disinformation during a 
pandemic.
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The Role of Social Media in China’s Everyday 

Environmentalism

Authors

Dr. Weiyu Zhang - National U of Singapore

Mr. Ding Xiang, Gordon Chua - National U of Singapore

Ms. Clara Seet - National U of Singapore

Abstract

The environmental governance in China is categorized under the brand, authoritarian 
environmentalism, which hails the system as an efficient tool for making environmental policy output, 
yet its efficiency in making policy outcomes is dubious given the non-participatory approach in a 
highly centralised system (Gilley, 2012). Existing literature on Chinese authoritarian environmentalism 
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tend to focus on policy making (Shin, 2018), policy implementation (Kostka & Goron, 2020), and the 
government-led environmental actions. However, we should not neglect the ecosystem of 
environmental efforts in China, including international and national non-governmental environmental 
organizations (ENGOs, Zeng, Dai & Javed, 2019), environmental professionals such as journalists 
(Tong, 2014, 2015) and scientists (Jia et al., 2017), opinion leaders (Xu et al., 2018) and ordinary 
citizens. These efforts are initiated by non-governmental actors, some of which have “not only survived
but also thrived” (Wu & Martus, 2020: 6). Moreover, such efforts are carried out on a daily basis, not 
limited to the occasional and controversial street politics such as protests (Brunner, 2017; Lang & Xu, 
2013). China’s everyday environmentalism is examined against the background of an authoritarian 
mode of governance that often lacks public participation. Our focus, however, is on how various 
ENGOs and individual environmentalists push for their environmental agendas amidst a restrictive 
political system. In order to traverse such a space, ENGOs and environmentalists in China have carried 
out a myriad of campaigns on social media to amass a great pool of audiences and supporters online, 
take advantage of the Internet-based informal networks with governmental, international, and peer 
players, and accumulate capacities and credentials during these everyday practices so that they can be 
prepared for the emerging structural opportunities. Through 21 in-depth interviews with ENGOers and 
individual environmentalists, we aim to better understand the everyday environmental efforts through 
social media, and thereby, further the debate on authoritarian environmentalism.

Submission ID
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Mapping International Enquiries into the Power of Digital 

Platforms

Authors

Prof. Terry Flew - Department of Media and Communication, The University of Sydney

Dr. Chunmeizi Su - Department of Media and Communication, The University of Sydney

Dr. Rosalie Gillett - Digital Media Research Centre, Queensland University of Technology, Brisbane, 
Australia

Abstract

After the era of the 'Open Internet' (Noam, 2016) and the 'Platformized Internet' (Flew, 2019; Helmond,
2015), we have entered into a third phase of Internet development where there is a growing focus upon:
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1. The economic, political and communications power of digital platforms, and their impact upon 
workers, consumers, minorities, nation-states, civic discourse, and other media and media-related 
businesses;

2. Questions of governance and responsible stewardship of interactions on digital platforms, and the 
future of self-regulatory frameworks (e.g. Section 230 of the Communications Decency Act in the 
U.S.);

3. The roles and responsibilities of nation-states as regulatory actors in Internet governance, and their
relationship to platform companies, multilateral agencies and agreements, and civil society 
organisations.

As Philip Schlesinger has observed (Schlesinger, 2020), there is a growing international 'regulatory 
field' emerging, albeit one that appears incoherent as it is characterised by disparate interventions by 
national policy and regulatory agencies motivated by different concerns, from antitrust and monopoly 
power to the future of news, to disinformation, hate speech, and online incitements to violence.

This report will mark the first attempt to comprehensively map this emerging regulatory field. Using 
NVivo software to undertake a detailed textual analysis of 20 reports commissioned by governments in 
seven countries, as well as by the European Union and the United Nations, we identify common themes
around issues such as competition in digital markets, content laws and moderation practices, digital 
rights, copyright, and the scope and limitations of industry self-regulation. It will mark a valuable 
resource for researchers, policy-makers and industry in observing both challenges and lessons from 
various jurisdictions around the world.

Flew, T. (2019). The Platformized Internet: Issues for Internet Law and Policy. Journal of Internet Law,
22(11), 3–16.

Helmond, A. (2015). The Platformization of the Web: Making Web Data Platform Ready. Social Media
+ Society, July-November, 1–11.

Noam, E. M. (2016). From the Internet of Science to the Internet of Entertainment. In J. M. Bauer and 
M. Latzer (eds.), Handbook on the Economics of the Internet (pp. 553-569.). Edward Elgar.

Schlesinger, P. (2020). After the post-public sphere. Media, Culture & Society, 42(7–8), 1545–1563.

Submission ID
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Ensuring human rights compliance by online and social 

media platforms: international, national, regional or local 

policy and advocacy

Authors

Mx. Namita Aavriti - APC

Abstract

The internet, in particular social media platforms, poses a significant problem in terms of regulation 
across borders and boundaries. The big tech companies that provide a substantial portion of the 
massively-accessed services online are located in few jurisdictions in the global North, and now are 
opening branch offices in other countries especially in Asia where they have a presence. Significantly 
though in the recent years especially since the Rutgie principles, these corporations have taken on 
board their commitments to human rights more seriously, though possibly not to the satisfaction of civil
society and especially activists and movements. However there is no denying that the online and social 
media platforms are currently at a moment when they are listening - even if not "doing". 

At this moment from the location of feminist organisations, academics and activists located in Asia, we 
are looking at a range of ways in which these platforms violate, sidestep or simply ignore the ways in 
which their platforms endanger the human rights of women and people of diverse genders and 
sexualities. This ranges from online gender-based violence that is taking place at a massive level and 
that threatens the safety and security of women, LGBTQIA+ people and other minorities and 
vulnerable groups, and also ensures that their full participation in public spaces online is hampered thus
impacting their freedom of speech and expression. Online platforms are also being used in particular to 
provide labour and services of people, from delivery services, transcription, call centres and so on, and 
also plays a role in the organising of feminised labour such as domestic and care work. Do these 
platforms then pose a way of ensuring minimum wage and standardising in this sector, or are new 
routes of exploitation of people who do not have the same levels of digital literacy and access as those 
they work for. These platforms operate both at the level of global multi-national corporations and some 
are local and regional platforms. The panel here is designed to forefront the experience and standpoint 
of women and people of diverse genders and sexualities, to demand that the policy around labour, 
speech, safety etc. be fashioned keeping these "users" in mind, to explore whether solutions are to be 
found contained within boundaries and borders or that international regulation is the way to go, 
especially when working with some established norms of gender equality in international law (for 
instance, the UN recognises online GBV and its severity increasingly more in recent years and in 
particular in this resolution). Boundaries and borders also become important when looking at how 
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feminised labour such as care and nanny work done by migrant women puts them at a distance from the
context and even legal regimes under which they would have fuller rights. At the same time, the 
internet provides a space for movements to build and occure, for instnace the challenging of labour 
practices in Bangladesh was largely spearheaded through online campaigns in the north, ensuring that 
fairer labour conditions were introduced.

Submission ID
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Controlling and circumventing “by design” in times of 

pandemic(s): Collaborative mapping platforms and online 

demonstrations in Russia

Authors

Dr. Ksenia Ermoshina - Centre for Internet and Society, CNRS

Dr. Francesca Musiani - Centre for Internet and Society, CNRS

Abstract

In Vladimir Putin’s Russia, freedom of assembly has been civil society’s core demand since the early 
2010s, spurred by a crisis in traditional action repertoires – including a lack of trust in the mechanisms 
of political representation (Rosanvallon, 2008), forms of “politics of a-political actors” (Alyukov et al., 
2015), the politicization of technologists and the rise of “civic hackers” (Ermoshina, 2019), and new 
forms of participation based e.g. on the maintenance and “care” of technical objects (Ermoshina, 2016).

Following the Russian Spring’s large-scale demonstrations (2011-2012), demonstrators were gradually 
deprived of access to symbolic and strategic places. During the Covid-19 pandemic, all gatherings were
prohibited, however Russians found new ways of being together and expressing demands; gatherings 
were conducted exclusively online, using popular mapping platforms (Yandex.maps, 2Gis). These 
online protests (April-May 2021) brought together hundreds of users across the country. Protesters used
features such as collaborative tagging, mapping and geo-location applications to identify “points of 
interest” on a map, while moderators – soon called “digital riot cops” by opposition-leaned media – 
implemented measures such as changing technical parameters or disabling remote geo-tagging, and 
applying a series of strong restrictions. Users, meanwhile, implemented workarounds, such as mass 
voting for specific comments in order to extend their lifespan, using the FakeGPS application, or 
moving to 2Gis as an alternative platform.
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This proposal explores the particular forms of dialogue between control and circumvention prompted 
by the “online-only” context made compulsory by the pandemic, in a broader context of “governance 
by Internet infrastructure” (Musiani et al., 2016). Based on the 2020 Russian demonstrations case, the 
presentation opens to the discussion of global issues such as IT’s infrastructural function, structuring 
the “being-together” online; digital criticism and resistance in response to institutional co-optation of 
technology in emergency contexts; the “dilemma” faced by digital freedoms activists, between the need
for visibility for their cause, and the preservation of their security and freedom of expression; the new 
forms of citizen participation via IT in times of pandemic.

This proposal is based on an ongoing fieldwork including web ethnography and participant observation
during online protests, and interviews with their organizers. From a science and technology studies 
perspective, we explore the interfaces of mapping platforms and we examine processes of “control by 
design” by analyzing the choices and changes in the design of these mapping tools, the work of 
moderators, as well as workaround practices deployed by users.

Alyukov, M. et al. (2015). Politika apolitichnyh: Grazhdanskie dvizheniia v Rossii 2011–2013 godov, 
pp. 27–70. Moscow: Novoe literaturnoe obozrenie.

Ermoshina, K. (2019). “For Code and Country: Civic Hackers in Contemporary Russia”, in M. 
Biagioli, V.A. Lépinay (eds), From Russia with Code: Programming Migrations in Post-Soviet Times, 
Duke University Press.

Ermoshina, K. (2016). Au code, citoyens : Mise en technologie de problèmes publics, PhD Thesis, 
MINES ParisTech.

Musiani, F., Cogburn, D. L., DeNardis, L. & Levinson, N. S. (2016, eds.). The Turn to Infrastructure in
Internet Governance. New York: Palgrave-Macmillan.

Rosanvallon, P. (2008). Counter-democracy: Politics in an age of distrust. Cambridge: Cambridge 
University Press.
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Free to express yourself off-duty? Workplace discipline in the

age of social media

Authors

Dr. Daniel Pare - University of Ottawa, Department of Communication
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Dr. Charles Smith - Dept. of Political Studies, St. Thomas More College, University of Saskatchewan

Abstract

In an age when social media platforms are embedded into peoples’ daily routines and the boundaries 
between public and private spheres are blurred, the power yielded by property rights extends workplace
discipline beyond one’s place of employment. This, in turn, challenges existing understandings of 
freedom of expression and the political economy of time. Perhaps the best know example of this 
tension within the Canadian context is the case of Carolyn Strom, a registered nurse who voiced 
concerns on her Facebook page about the quality of care her grandfather received in a provincial 
hospital. Her ‘off-duty’ posts resulted in the Saskatchewan Registered Nurses’ Association taking 
disciplinary action against Strom for ‘professional misconduct’ and imposing of a $26,000 penalty; a 
decision recently overturned by the province’s Court of Appeal.

Such realities raise countless public policy questions about the best ways for labour, unions, employers,
and governments to balance competing needs of security and privacy in an increasingly ‘open’ society. 
In terms of labour relations, the myriad opportunities social media provide for amplifying individual 
expression, some of which may clearly be damaging to employers, presents a host of ethical, legal, and 
moral challenges pitting employee rights against the authority and power of employers. Put simply, the 
relationship between employees’ experiences at work and their ability to publicly express their voice 
without fear of reprisal constitutes an important public policy and human rights issue. This highlights 
the need for developing governance mechanisms to ensure an effective balance between the interests of
employees and those of employers.

At the centre of our work is the following question: How are the discursive and dissemination 
opportunities afforded by social media platforms altering the balance between citizens’ public rights to 
freedom expression and their private contractual obligations as employees?

In this paper we investigate the extent and manner in which legal doctrine protecting the freedom of 
expression and personal privacy of employees is being transformed by the contending opportunities 
social media afford. Our research is anchored in an analysis of some 50 cases of workplace arbitration 
and court decisions dealing with disciplinary actions resulting from online speech. The findings show 
that in each instance the imposed disciplinary measures have been constructed in accordance with how 
employees’ speech reflects on employers and/or professional associations. More concretely, decision 
outcomes demonstrate that the property rights of the employer or, in the case of Strom, larger 
professional bodies, is the principal issue guiding the types, and degrees, of penalties to which 
employees are subjected for expressing their voice.

The power of employers to control the lives and speech of their workers is being amplified in the 
current era. The opportunities social media provide for expressing oneself are offset by the abilities it 
gives to employers to monitor and control employees’ speech. Our research offers new insights into 
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how society can protect employees’ freeedom of expression rights so they can be free to question 
power structures in the workplace and society, including the power used to surveil and control their 
freedom of expression.

Submission ID
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The Dissident: “Sawing” political activism by Media 

Corporation?

Authors

Dr. Aliaa Dakroury - Saint Paul University

Abstract

Premiered in 2020, The Dissident —a documentary directed by Award winner Bryan Fogel—narrates 
the death of the Washington Post’s Saudi political activist and columnist: Jamal Khashoggi by a Saudi 
team inside the Saudi consulate in Istanbul back in 2018.

Although representing a grim story to narrate: a Journalist who was outspoken about the need for 
freedom of expression and political reform in the Arab world generally and Saudi Arabia in particular, 
was ambushed, killed, and his body dismembered in his own country’s consulate. This proposed paper 
highlights the struggle to disseminate this documentary publically as none of the major media 
corporation streamers HBO, Netflix, Amazon and Apple offered to carry it.

The way giant media corporations treat information in this case not only as a commodity, but as a 
means to avoid political tensions affecting their revenues in the markets. Mosco accurately argued that 
“one of the most persistent myths throughout the development of communication technology is that it 
would transform politics as we know it by bringing power closer to the people (2004, p. 98). In the case
of The Dissident, and given its controversial threat to the Saudi crown, none of the major media 
corporation streamers accepted to stream it. What is even crucial and to some extent confirms this 
position, that few weeks after premiering this documentary on-demand and the very high reviews 
received, flooded unknown reviewers bashed it and reviews dropped from 95% to below 60s%. 
Commentators and observers believed this “was an act orchestrated by trolls operating on behalf of the 
Saudi government to create a false sense of popular disapproval of the film” (Uddin, 2021).

This paper will analyze the documentary – The Dissident —linking it to two important themes. The 
first is the political economy of information and communication arguing that democracy is usually 
compromised whenever big businesses are involved. In the case of The Dissident, it is not the first time 
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where Netflix sides itself away from controversial issues related to Saudi Arabia’s oppressive media 
regime. In 2019, Netflix removed Hasan Minhaj’s comedy episode of his “The Patriot Act” after an 
official Saudi demand. Such move was negatively received among human right activists, and media 
advocates. BBC reported that Human Rights Watch's Middle East director said the streaming service's 
claim to support artistic freedom "means nothing if it bows to demands of government officials who 
believe in no freedom for their citizens" (BBC, 2019). It is interesting that Minhaj’s episode was a 
direct critic of the Saudi crown Prince and his alleged involvement in the Khashoggi murder in 
particular. The proposed paper will then addresses this case study from a freedom of expression and the
right to communicate perspective arguing for the need of an actual media reform within middle-east 
media system so journalists, like Khashoggi, would be able to openly express their free speech and 
report on issues of public interests as their journalists mandate and code of ethics and not being 
“sawed” like Khashoggi for voicing their opinion.

Submission ID
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Anatomy of Echo Chamber in Weibo Hot Events

Authors

Ms. Yueqing Yang - Shanghai International Studies University

Abstract

The echo chamber effect has raised huge attention in the research field since it was first proposed in the
early 21st century and was accused by Sunstein of group polarization. According to Sunstein, as online 
communities overcome the physical and geographical limitations, people nowadays tend to 
communicate with their like-minded peers and escape from things that are not of interest, thus he 
worries about the increasing fragmentation and polarization of citizens caused by the Internet. As a 
result of echo chamber effect, people tend to be exposed to peers with the same ideology on the 
Internet, which makes a negative effect on society and causes the spread of misinformation and 
intensification of political debates. However, some scholars also questioned the existence of echo 
chambers and considered that the negative impacts of echo chambers are exaggerated.

This study attempts to conduct a quantitative analysis of echo chamber phenomenon in Weibo hot 
events through an empirical study. Addressed issues in this research are the existence of echo chamber 
effect in users’ discussion of Weibo hot events, the reasons for its formation, and its influences on 
Weibo users. In this study, three social events occurring in succession in 2020 that triggered hot 
discussions on Weibo: the “Nth Room” case of South Korea, Bao Yuming’s sexual assault case, and 
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Luo Guanjun’s date raping case, are selected to analyze the development of echo chambers. A total of 
153 valid samples are obtained to investigate the attitude of people in different stages of the hot events 
and their reversals. The results show that the echo chamber effect does not always exist in the 
discussion of Weibo hot events. The main reason for its formation is people’s emotional attitude, thus 
the anger of netizens can aggravate the effect while recommendation algorithm behind the content on 
Weibo has no contribution. When exploring the impact of echo chamber effect, this study innovatively 
provides a method to calculate the degree of truth deviation with a D value, assigning values (-1, 0, 1) 
to believing different “truths” and remaining neutral. It provides a new way of measuring the influence 
of echo chamber effect for future study and proves that echo chamber effect doesn’t play a significant 
role in people’s deviation from the truth. Besides, I find that when echo chamber effect exists, it tends 
to increase Weibo users’ relevant behavior and I also demonstrate a way to counteract echo chambers in
social media by spending more time on social media in order to obtain more diverse content and 
information about hot issues. This study is helpful to the development and improvement of social 
network policies regarding false information and public opinion guidance.
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Abstract

Bias on Google Search is a prevalent topic in numerous research studies, which reveal how it manifests
as gendered and racialised output. Many social groups are affected, with previous studies showing how 
black women are either underrepresented or deemed totally invisible. Many of the solutions proffered 
to challenge bias, that have been articulated in scholarship, are techno-deterministic. However, this 
research project shifts the focus from that and is premised on the notion that any solution for bias must 
first start by exploring how algorithmically aware users (especially marginalised and affected groups) 
are of bias.
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Guided by the concept of recalibration, explorations are made on how black Zimbabwean women 
tacitly or anomalously recalibrate search engine output; with the aim of prospecting potential solutions 
that can be recommended for challenging bias on a platform like Google. 

A questionnaire is deployed to evaluate the general state of algorithmic awareness in the target group 
and it reveals that there is lack of algorithmic awareness in this group of women. From that, elicitation 
interviews follow which show that most of the women anomalously recalibrate search engine output on
Google Search Images; that is to say they are not aware of any bias.

Based on these findings, it is clear that a platform like Google Search needs to be more plain and clear 
in articulating that their search process is not just a technical process but embeds biases and 
inequalities. It needs to be more proactive in challenging bias on its platforms as an institution and must
craft holistic policies that offer more transparency regarding issues of bias and representation. There is 
also need for algorithmic literacy programs among underrepresented groups for the purposes of 
awareness-raising that could possibly lead black women to actively challenge how they are represented 
(or not) on search engines that are biased against them.
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Abstract

The widely perceived ubiquity of big data and data politics is often associated with feelings of 
helplessness, powerlessness and resignation (Dencik, L. & Cable, J., 2017). Users find themselves 
overwhelmed by what they understand to be the futility of any attempt at resistance to the pervasive 
and intrusive power of digital surveillance in a digital economy founded on the self-production of 
digital traces, especially within social media platforms (Milan, 2016). Those who don’t experience such
emotions are often already involved in data centered social movements. Various empirical studies have 
demonstrated how the above mentioned is of course contradicted by the need and desire for one’s 
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online presence and activity within social media corporations. The emotional and cognitive dissonance 
caused by such a contradiction is more often than not addressed by means of the adoption of an attitude
of cynicism (Hoffmann et.al, 2016), understood as an acceptance of the ubiquity of data and the 
simultaneous suspension of any intention to act against it. Such cynicism, however, may be the result of
either enhanced data literacy, or indeed from the lack of such literacy. The objective of this study, is to 
uncover whether users who belong in either of the two categories, can potentially adopt a more 
proactive stance and engagement toward data privacy practices - while active on Facebook and 
Instagram- as a result of being exposed to media articles, apps and tools created by data activists. The 
current study employed a mixed-method methodological approach, initially sending out 150 
questionnaires in order to select a representative sample of the two working concepts: a) cynical data-
literate users and b) cynical data-illiterate. A first, face-to-face interview composed of open-ended 
questions was then conducted with 40 participants. Following this interview, the participants were 
exposed to various types of material related to data activism, and a second interview was then 
conducted with 40 participants in order for the impact such material had on their understandings and 
practical approaches to be determined. Findings indicate that data activists through their discourses 
have the ability to create counter-discourses related to data politics, which in turn can re(configure) the 
‘user-citizen’ and its agentic possibilities within such environments.
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Abstract

China’s communication governance has long been distinguished from other nations in various ways 
including technology, value, ideology, digital economic practice, and cybersecurity regulation, which 
brings about huge obstacles for constructing a global cultural community. Within the rise of platform 
economy and controversial “the Great Firewall” action, many researchers provided theoretical frames 
to interpret China’s internet governance. Patterns of cyber communication transform China’s 
segregated, sector-oriented regulatory institutions into a more coherent regulatory regime with a multi-
departmental, decentralized, socialized management system. [1][2] Rayburn and Conrad(2004) outline a 
mechanism characterized by four gatekeeping tiers in an organizational way of fiber-optic grid matrix. 
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Mueller, M. (2012) set up four quadrants of internet politics and defined China as a cyber-nationalist 
that steadfastly supports a traditional, sovereignty-based communications governance regime. As 
national power unambiguously surpasses civil society, China’s internet governance presents a top-
down, “powerful government and weak society” structure.[3][4] It seems to be established that China’s 
governance in cyber communication adheres to a dominant model as what McQuail points out about 
media power.[5]Based on China’s political ground, the institutional mechanism is a more decisive factor 
to governance[6], communication is no exception. Who controls cyber communication, in whose 
interest, and to what end is still vague. It’s crucial to disclose the inner logic of policies and strategies 
through an institutional framework.

Policies revolve around content regulation is the emphasis of China’s internal internet governance 
according to the empirical study. In March 2020, the state’s first comprehensive legislation Regulations
on the Ecological Governance of Cyber Information Content has been implemented, where “improper 
content” governance was formally proposed for the first time. The most representative consequence is 
that popular short-video platform Douyin was fined for spreading vulgar and pornographic content 
which was deemed as “improper”. The censorship campaign has reordered communication ecology in 
China’s cyberspace in a short time. This study focuses on the latest and influential “improper content” 
censorship campaign. A case-study approach is adopted to understand how China’s communication 
governance works, capturing the complexities of the phenomenon.

This study develops the arguments built in the institutional framework to map the contours of 
contemporary cyber governance in the Chinese context. The tension between central with local 
governments, cyber platforms with administrative departments, mainstream values with civil rights is 
apparent. Explained randomly and optionally by central governments, the legislation tends to be 
conducted more harshly because of the inertia of administrative power under supervision from local 
governments. The campaign empowers children’s protection in communication, meanwhile makes a 
positive impact in controlling disinformation in the post-COVID-19 era. To escape political risks, the 
principal actors——internet platforms, carries out regulations by a series of punishment including 
traffic limitation, violent deletion, account suspension with rules that far from comprehensive and clear,
thus provoking the cyber rally of civil society. In the discussion part, the paper will critically introspect 
the Chinese model of cyber communication governance, and try to replenish the binary 
dominance/pluralism model with an institutional perspective.
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Abstract

Audiovisual regulators in the European Union (EU) Member States (MS) are faced with increasingly 
complex media landscapes, impacted by internal and external factors such as globalization, regulation, 
economics, technology and social aspects. These factors have accelerated the transformation of media 
industries and created an environment conducive to Merger and Acquisition (M&A) activities. 
However M&As, as they consist in transfers of power between companies, can be detrimental to 
competitors and consumers through amongst others, reduced competition, higher prices, lock-in 
practices. Therefore they may threaten media pluralism and diversity. For this reason, ex-ante 
assessments of M&A activities are essential to prevent the bad outcomes such moves have on markets 
and societies.

There are higher expectations regarding the regulators’ expertise, notably with the growing importance 
of data and privacy-related issues, while the regulators’ budget is under pressure. One solution 
commonly found consists in the cooperation between these regulators and other regulators or 
ministries. This paper thus looks at these specific cooperation procedures. It aims at understanding the 
nature and outcomes of cooperation: What do these collaborations consist of? What impact do they 
have on the outcomes? Who has the final say?

This research contributes to the current literature about regulatory cooperation by providing an 
overview of current legislation framing such cooperation in the frame of audiovisual/media mergers, 
based on an extensive mapping of media ownership regulation in the whole European Union. This is a 
topical contribution as there are high and growing expectations of cooperation among regulators not 
only in relation to AVMSD implementation but also, for example, in the forthcoming Digital Services 
Act.

The paper will also propose a typology of these cooperation: (i) between media or audiovisual regulator
and other national authorities (competition, but also privacy); (ii) between media regulators of different
Member States (notably within the European Regulators Group for Audiovisual Media Services); (iii) 
between a national competition or media authority and DG Competition; (iv) between media authority 
and ministers; (v) redirecting the M&A assessment to a different regulatory body (similar to the cases 
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referral operation at the EU level). Finally, a systematic case study analysis will be put forward to 
analyse in-depth the implementation of such processes, following our typology. They will be key to 
help us draw conclusions on the effectiveness of these cooperations in the assessment of media 
mergers, derive policy recommendations and provide a renewed understanding of regulatory 
cooperation in a context of multi-layered governance.
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Abstract

Introducing contact tracing apps to monitor the spread of the corona virus in European countries 
emphasizes the vital role of computational infrastructures. A public health emergency urges a fast and 
efficient response; technological tools which operate on computational infrastructure can be considered
a solution. At the same time, applying technological tools manifests the dependency of governments on
transnational tech companies which become essential intermediaries. To facilitate the adoption of 
contact tracing apps, Google and Apple developed an initiative which integrates the privacy preserving 
and decentralized protocol DP-3T. Many European countries have adopted Google and Apple’s 
approach while facing limited agency to modify or even resist the approach. Subsequently, 
governments partly delegate the task of protecting public health to private parties and big tech 
companies leverage their power and gain control of computational infrastructures in the health sector. 
Hence, democratic societies, national sovereignty, and individual autonomy are at stake. It is crucial to 
safeguard agency of different stakeholders, particularly of public authorities and civil society actors in a
public health emergency.

This research examines the role of public authorities and civil society organizations in relation to 
transnational tech companies in light of existing and emerging policies on contact tracing applications 
at national and EU level. Specifically, the research investigates to what extent and how public 
authorities and civil society organizations (CSO) (do not) have agency to modify and resist Google and 
Apple’s computational infrastructure design in Belgium. Belgium has been particularly hesitative in 
adopting the approach by Google and Apple, setting clear requirements on a functional and privacy 
level. This research elaborates on the concept of a cooperative approach in infrastructure design. The 
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core theoretical streams of this research are Science and Technology Studies (STS) and Infrastructure 
Studies. Given that computational infrastructures are operated to an increasing degree by transnational 
tech giants, the research expands from traditional infrastructures to critical IT infrastructures 
considering the services and applications running upon infrastructures. Furthermore, Media and 
Communication Studies and Platform Studies influence this research. The research applies the 
walkthrough method to map the technological design of the contact tracing app. Multi-stakeholder 
expert interviews shed light on the agency of different stakeholders in developing the contact tracing 
app Coronalert in Belgium and put forward recommendations for policies to safeguard public interest 
and values in a technological response to a public health emergency.

Submission ID

1100

How TED talks talk about big data: A critical big data 

literacy approach

Authors

Dr. Kyung Sun Lee - Zayed University, Dubai, UAE

Mr. Michael Kim - University of Miami

Abstract

Notwithstanding the global impact of the Snowden revelations, datafication—a process by which 
social action is transformed into quantified online data, allowing real-time tracking and predictive 
analysis—continues to attract diverse stakeholders (corporate, entrepreneurs, academia, government) to
invest in the promising future of datafied society. As a case in point, speaking at the World Economic 
Forum on January 2019, Google’s chief financial officer, Ruth Porat, referred to (big) data as “sunlight”
than the more widely known metaphor as the “new oil.”

However, as a growing body of ‘critical data studies’ (CDS) argue, both ‘sunlight’ and ‘oil’ metaphors 
ultimately imply that big data comprise a part of ‘nature’ which must be harvested, controlled and 
consumed for the greater good, and naturalize the process of data extraction and control (Puschmann &
Burgess, 2014). Just as the abstract notion of data revolution proposes a simplified process of social 
advancement, the very abstractness of big data blurs the complexities entailing the capitalistic 
appropriation of human actions processed under dataism (Van Dijck, 2014) and data colonialism 
(Couldry & Mejias, 2019). Against the relentless trend of datafication, we highlight a need for informed
public debate about the implications of big data, towards ‘critical big data literacy,’ or an “awareness, 
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understanding and ability to critically reflect upon big data collection practices, data uses and the 
possible risks and implications that come with these practices, as well as the ability to implement this 
knowledge for a more empowered internet usage” (Sander, 2020, n.p.).

A platform that publicly disseminates ‘intellectual’ ideas relevant to technology and innovation is TED 
(Technology, Entertainment, Design). Despite its global popularity and relevance, systemic research on 
whether and how TED talks contribute to public understanding of big data and critical big data literacy 
is yet to have been examined. TED, an idea-sharing platform that invites scholars, entrepreneurs, and 
practitioners, on the one hand, is deemed as an inherently democratic communication platform. On the 
other hand, it is seen as an institutionalized, corporatized platform of mass communication reflecting 
the communicative culture of Silicon Valley entrepreneurism. TED talks, then seen as mediatized arena
for nonprofit and for-profit actors merit critical attention.

In this respect, we are interested in examining the extent to which TED talks contribute to critical big 
data literacies. Drawing on a growing body of literature on CDS and critical big data literacy that aim 
to develop “critical awareness about the ideological and power aspects of data” (Fotopoulou, 2020, p. 
15), we examine a corpus of TED talks on the topic of ‘(big) data’—both their meta-data and video 
transcripts—and analyze the content of the talks. Specifically, this study explores the extent to which 
TED deals with critical issues of datafication and politicizes the processes of data extraction, access, 
representation, and control. Our preliminary findings indicate that TED manifests corporatized logic, 
largely seeing big data as ‘scientific’ and ‘autonomous’ actors of social advancement, while showing 
little potential for enhancing public understanding of big data towards critical big data literacy.
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Abstract

In 2020, approximately 1100 advertisers partnered with civil society groups to boycott Facebook for a 
month over perceived gaps in its content moderation practices. Although the campaign, Stop Hate for 
Profit, struggled with credibility, these advertisers were presented as a threat to Facebook’s profit 
margins and reputation, with emphasis on the participation of “iconic” brands, such as Verizon. This 
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effort overlapped with years of work at the World Federation of Advertisers, where the Global Alliance 
for Responsible Media (GARM)—an alliance that includes YouTube, Twitter, and Facebook—had been
announced the year before. Comparing the Stop Hate for Profit campaign with GARM provides insight 
into how Facebook’s largest funders attempt to influence the platform to meet industry goals and 
priorities. This paper uses a controversy-mapping approach to compare the actors and outcomes in the 
two cases, examining the networks that allow advertisers to act as both antagonists and collaborators 
with platforms over content moderation. This paper responds to research on informal platform 
governance (Gorwa, 2019) and calls to examine platform governance in practice (Suzor, 2019). 
Drawing on theories of promotional cultures, this paper provides an empirical examination of the 
implications of developments in strategic communication, public relations and advertising to questions 
of platform content moderation.

Both the Stop Hate for Profit campaign and the Global Alliance for Responsible Media are results of 
long-standing resentments over advertisers’ lack of control online, where ad fraud and controversial 
content threaten advertiser investments in socially responsible public images. The two cases provide a 
study in contrasts between a more collaborative, self-regulation approach, through GARM, and a 
confrontational approach driven by external developments in the Stop Hate for Profit campaign. In the 
Stop Hate for Profit campaign, internal and external pressure on companies to demonstrate their 
awareness and sensitivity to issues of racial justice motivated many to join the boycott campaign, 
which was led by civil society groups. However, the “stick” of Stop Hate for Profit appears to have 
pushed Facebook to reinforce its connection to the “carrot” GARM approach. While Facebook was 
declaring that it would not change policies “because of a threat to a small percent of our revenue” 
(Mark Zuckerberg, in Clayton, 2020) from the Stop Hate for Profit campaign, it was publicly aligning 
with the advertising industry, through GARM, to create shared policies, including definitions of risk 
and hate speech, to prevent further boycotts. These two cases underline the absence of external 
regulators on the issue of content moderation and raise concerns over long-standing equity issues, such 
as news and LGBTQ content, which tend to be grouped by advertisers into higher risk content 
categories.
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Abstract

Los procesos de datificación en el Sur Global han avanzado rápidamente en las últimas décadas, a 
medida que las naciones adelantan el proceso de transformación digital y la implementación de 
políticas económicas de convergencia de corte neoliberal y desarrollista. En el marco de estos rápidos 
cambios, la administración de la pobreza y los programas sociales de los gobiernos se han convertido 
en una de las áreas donde mayor experimentación con los sistemas basados en datos ha tenido lugar. El 
solucionismo tecnológico ha encontrado en la administración de pobreza en contextos marcados por la 
desigualdad estructural un campo fértil para experimentar con los datos de la población más vulnerable,
adelantar procesos de vigilancia masiva y automatizar la toma de decisiones. Sin embargo, el desarrollo
de estos sistemas de datos para la gestión de programas sociales en contextos latinoamericanos 
caracterizados por desigualdades estructurales, injusticia generalizada y corrupción institucional revela 
complejos desafíos para repensar los debates sobre la justicia de datos.

El artículo analiza una controversia pública suscitada por Ingreso Solidario, un programa de subsidios 
sociales que el gobierno colombiano implementó a raíz de la crisis del COVID-19. Dicha controversia 
se origina cuando el público puede consultar si es elegible para el programa a través del ingreso de su 
número de identificación en una página web del gobierno. Los ciudadanos se encontraron con 
diferentes tipos de errores de inclusión que serían indicativos de posibles casos de corrupción en la base
de datos del sistema que administra los programas de subsidios sociales anti-pobreza en Colombia 
(SISBEN).  En la última versión del sistema, el gobierno optó por implementar técnicas de Big Data e 
inteligencia artificial integrando múltiples bases de datos públicas y privadas --incluyendo acuerdos 
con Experian (data broker europeo)-- bajo la racionalidad de la eficiencia en la entrega de recursos, la 
lucha contra la corrupción y el desarrollo. El caso indagará por los procesos de datificación de la 
administración de la pobreza, partiendo de una genealogía de estos sistemas desde los años 70 --bajo 
las políticas públicas orientadas por el desarrollismo-- y las continuidades con sistemas de clasificación
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social racializadas del pasado colonial, para explorar sus efectos de exclusión desde el diseño del 
sistema hasta su implementación. 

Nuestro enfoque metodológico es múltiple, combinando la reflexión crítica, histórica y teórica sobre la 
datificación en contextos del Sur Global, con la investigación empírica y sistemática del programa 
Ingreso Solidario. Para la elaboración de este caso de estudio utilizaremos métodos cualitativos y 
cuantitativos para analizar fuentes primarias y secundarias relacionadas con Ingreso Solidario y el 
SISBEN que incluyen: documentos de políticas públicas, documentos técnicos, investigaciones 
académicas y de organizaciones internacionales, bases de datos públicas, noticias y comunicados de 
prensa del gobierno. Como parte del estudio de caso incluiremos también un análisis de la conversación
pública desarrollada en Twitter por cientos de ciudadanos y medios de comunicación en Colombia 
durante el periodo inicial de implementación de Ingreso Solidario. Utilizaremos métodos 
computacionales para analizar el contenido y la estructura de red de esta discusión.
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One constant during digital switchover across Africa has been the presence and involvement, with 
various degrees of intensity and success, of Star Times, a Chinese broadcasting company. Such 
involvement has alarmed some local policy actors, raising questions about the extent of influence and 
participation of a foreign media company in DTT policy formulation. All this of course has happened 
during China’s economic and industrial rise in global affairs, resulting in a pivot, from West to East, on 
the part of African countries who seek aid for their economic development, with this new found source 
of economic assistance from China justified as coming without the usual conditionalities and lectures 
on democracy, human rights and good governance by the West. Could this also explain why some 
communication policy actors on the continent found harmony with their Chinese counterparts?, and 
what role, if any, has historical colonial processes played in this new policy formation? With data from 
original interviews and documentary sources- press and public speeches by ministers, policy 
documents, and media interviews- from Ghana, Kenya, zambia and Nigeria’s DTT policy experience, 
this paper examines why Star Times has been able to play such a central role during digital switchover 
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policy formulation and implementation across Africa, and what this means for the continent’s 
communication policy arena. The analysis is framed with Galtung’s(1971) structural imperialism 
theory and the historical contingency thesis (Howlett and Rayner, 2006), under historical 
institutionalism (Stiennmo, 2008), and argues that the legacy of colonial and post-colonial structures 
inherent in the policy domain account for why the communication policy elite found such common 
cause with their Chinese counterparts in fashioning and implementing switchover policies.
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Abstract

The platform economy has intensified the processes of globalisation, with feminised labour in southern 
economies becoming more accessible to global capital. Platforms have adopted various models across 
sectors, ranging from aggregators to disguised employers. In the formal economy, the entry of 
platforms has weakened social security mechanisms and placed workers in precarious conditions of 
work. In the informal economy, platforms have simultaneously introduced some aspects of 
formalisation (such as financial inclusion), while underpaying workers and placing them under 
complex surveillance mechanisms without any social security.

These developments have a differential impact on workers that were already disadvantaged in the 
traditional economy, as the platform economy amplifies social stratifications. For instance, the digital 
gender gap constraining access to economic opportunities for women workers, particularly rural 
migrants. Gender norms impact the type of opportunities available to which women and Dalit workers
—women workers are concentrated in sectors and tasks considered “feminine” such as domestic and 
care work, which also tend to require affective labour. Intersectionalities of migration status, race, and 
caste, also determine conditions of work and wages, as a result of occupational segregation and 
discrimination through worker profiling and rating systems.
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Regulating the platform economy has been difficult, as a result of various factors: (i) the reshaping and 
disguising of the employment relationship, (ii) cross-border functioning of dominant platforms, and 
(iii) diversity in platform models. Policy makers have employed different strategies to protect the rights
of workers, including recognising an employment relationship, offering state-supported social security, 
and ensuring data rights for workers.

Separately, the dispersion and isolation of workers has weakened collective bargaining systems, with 
unions devising innovative strategies to collectivise. However, policy research has failed to characterise
the extent to which local and global actors are grappling with gender and intersectional inequalities in 
the platform economy.

To address this gap, this paper will evaluate the strategies local, national, and global institutions have 
employed to address concerns around discrimination, occupational segregation, and precarity of 
workers on the margins. These strategies could range from discursive and movement-based to legal and
regulatory mechanisms. It will also understand the representation of vulnerable workers in initiatives 
that aim to protect platform workers’ rights.
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Aggressors of online gender-based violence can include human rights allies, and when called out, will 
argue for an absolutisation of freedom of expression on social media platforms and call for a blanket 
rejection of any form of censorship. Such an approach assumes that men, women and LGBTQ persons 
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are on a level playing field where everyone enjoys equal access to and exercise of freedom of 
expression. It is trite that gender inequality is one of the most complex social systems. It is complex not
only because it is structural and systemic. Our gender identity simultaneously interacts with multiple 
identities including race, religion, age and sexuality which inevitably produces other inequalities and 
lived realities of stigma, discrimination and violence. While gender inequality is often and rightly 
addressed in terms of gender-based violence and its discriminatory impacts, the impact of gender 
inequality on freedom of expression is largely unaddressed. A framework for an unrestrained exercise 
of freedom of expression means very little to women and LGBTQ persons if it ignores the inherent 
unequal power dynamics in our access to human rights and equal protection under the law. Freedom of 
expression is fundamental for the claiming of all human rights, but those who ignore this unequal 
access to freedom of expression and those who try to silence others through intimidation, harassment, 
and violence, are equally guilty of not understanding, and possibly not wanting to understand, the 
inherent limitations of our current interpretation and practice of freedom of expression.

The research aims to address two dangerous assumptions, that: 1) the access to, and exercise of 
freedom of opinion and expression, is equal for all; and 2) the social media platforms are inherently 
emancipatory. Given how, historically, neutrality and egalitarian values in effect privilege cisgender 
men and cisgender men’s experiences, such assumptions obscure rather than enable a diversity of 
voices and inevitably trivializes the cost of online gender-based violence. The research seeks to develop
substantive evidence that could contribute to the development and refinement of arguments for 
women’s equal access to freedom of expression over social media. It recognises how these online 
spaces can effectively restrict and limit women’s public and political participation, and as a result, deny
women the right to shape and re-shape the dominant narrative. More importantly, the research calls for 
attention to the intersections of gender, sexuality, ethnicity and other social locations producing 
multiple standpoints. The research, therefore, focuses on unearthing the power dynamics of various 
forms of expressions and the intersecting identities of the women; how our current understanding and 
practice of freedom of expression on social media has allowed online gender-based violence to grow 
with impunity and to the extent of normalising extremism and gender-based violence, and; how 
freedom of expression is asserted by women and what are the subsequent responses to it.
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Abstract

In the information society, an increasing amount of data is being produced, and people are attracted to 
access and make use of them (Gregson et al., 2015). However, large datasets with multiple data 
dimensions are not necessarily easy for the audience to understand and communicate (Puschmann and 
Burgess, 2013; Gray et al., 2015), data visualization as a means of analysis and display has attracted 

widespread attention。

The COVID-19 pandemic is one of the most crucial global health calamities faced by the world, and 
has elevated the need for information. To meet public demand for information, many countries and 
regions have permitted the collection and analysis of epidemiological data (Xu et al., 2020). COVID-
19-based data visualization is presented in a variety of forms to describe the overall situation of a 
political or geographic area and to provide public health policy and recommendations, which are the 
results of the collaboration of groups among visual brokers (editors, designers, journalists) (Allen, 
2018), policymakers (government officials), and public users (residents, etc.). However, there is a lack 
of scholarship focusing on how these data visualizations play a role in social and political contexts, and
how these groups shape the framework of power relations regarding data visualization and policy 
decisions.

A qualitative mixed research approach was used to answer our research questions. The city of 
Shenzhen, China, was chosen for a case study. Via the use of empirical material from focus group 
discussions and 17 semi-structured interviews with the Shenzhen public health sector and residents, and
inspired by the theory of infrastructure from Larkin (2013) and Plantin (2018), we argue that data 
visualization has become one of the socio-technical systems in China during the COVID-19 pandemic, 
both as platformized digital media infrastructure and a digital element of material infrastructure being 
ever-renewing and widely available, which act as a guide for cities and residents. Data visualization as 
a medium promotes community activism and generates consensus on the risk perception of urban 
space. Finally, the power relations among visual brokers, policymakers, and public users in data 
visualization with policymaking are summarized.
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We point out that the rise of data visualization as a socio-technical phenomenon should be taken 
seriously while calling for more research that combines visualization with data criticism. The research 
will also contribute to expanding the discussion of data visualization in social, political and cultural 
contexts.
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Abstract

According to Romero Fresco & Dangerfield (2018) “the prevailing narrow consideration of media 
accessibility (MA) as concerning only persons with sensory disabilities … limits the potential of MA to
instigate social change.” They support a wider view of MA that encompasses both people with and 
without disabilities who need access to audiovisual content. 

This paper proposes a Social Model of MA, in line with the Social Model of Disability (SMD) 
(Oliver,1992). The SMD lies in opposition to a medical model that categorised people based on 
pathological deviations from an idealised “norm”. This medical model sees the individual as ‘disabled’ 
by their impairment, whereas, the SMD explores how socially constructed barriers have disabled 
people.” Despite the SMD being around for 30 years, access initiatives are still defined by, and targeted
at, individual types of impairment (Audio description for blind and partially sighted people; Subtitles 
for the Deaf and Hard of hearing etc.).

The information sources found in media content fall into three broad types: sound, image and language.
Consequently, access needs can be aligned with one or more of these categories:

1. Access to visual information (access to the image)

2. Access to aural information (access to sound)

3. Access to linguistic information (access to [foreign] language)

Following this categorisation, access services can be defined by the barrier they are designed to 
remove. For example:
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Audio Description provides access to visual information.

Sign Language Interpreting, Subtitling and Captioning provide access to linguistic information and to 
non-verbal audio information (music and sound effects).

This reframing of media access services is aimed at removing their inherent stigma, allowing their 
profile to be raised as well as inviting disabled and non-disabled audiences to join forces in lobbying 
for improved access services within the media industry.
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Abstract

Digital Technologies have changed the way people engage with the world. For people with disability 
they have both created opportunities and exacerbated challenges. Digital rights feature prominently 
throughout the United Nations Convention on the Rights of Persons with Disabilities (CRPD) forcing 
governments, civil society, and technology providers to pay attention to questions of disability and 
digital technology.

Universal design or the design of mainstream products and/or services that are accessible to, and usable
by, as many people as possible without the need for special adaptation or design has the potential to 
address the problems faced by people with disability and other groups such as the ageing population. 
This paper interrogates universal design as it enables and constrains realisation of articles in the United 
Nations Convention on the Rights of People with Disabilities pertaining to the goals of Australia’s 
digital transformation strategy.

With hopes of becoming one of the top three digital governments in the world, Australia launched its 
Digital Transformation Strategy in 2018. The policy document strived for excellence in three key areas,
(1) seamless services at life’s events (2) personalised government services (3) better partnerships. 
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However, at the time many of the existing government websites were not accessible to Australians with
disability.

Then in 2020, life changed swiftly in response to the COVID-19 pandemic with people across the 
world going into lockdown. Flexible, accessible digital technologies made the transition possible, as 
did people’s willingness to change — practically overnight — how things have always been done so 
they can benefit the rest of the community. The result was a seismic shift in the way we live, work, 
study and connect with each other.

With Australia celebrating its achievements towards their 3 digital strategy goals following its digital 
response to COVID-19, a digital transformation update is being considered with a new focus on post 
pandemic digitisation and no mention of Australians with disability. The paper argues that the policy 
discussion must first ensure our most vulnerable populations such as people with disability are able to 
access the three areas highlighted in the 2018 strategy in order to ensure we all can when we become 
vulnerable as we did during the pandemic.
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Abstract

With a well-known past of extensive human rights abuses, South Africa is one of the world's most 
unequal countries. Despite a progressive legal system, a relatively large economy and one of the 
highest rates of Internet penetration on the African continent, inequalities extend to the digital domain. 
Underpinned by the principle of universal access, digital inclusion for all is inscribed as a desirable 
goal in policy documents and is generally accepted as an unconditionally positive pursuit by public 
opinion. 
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The present paper draws on the analysis of policy documents and publicly-available online texts 
(newspaper articles, social media posts and comments) to problematise the current narrative around the 
digital inclusion of people with disabilities as a human right. 

A decolonial approach based on the work of scholars such as de Sousa Santos provides an alternative to
the established medical, social and experiential models and highlights three key challenges. 

First of all, the rights-based approach on which policy documents rely and on which much of the 
formal civil society sector draws shows the limits of a Eurocentric perspective. Understandings of 
concepts such as "dignity", "ability", "inclusion" and even "disability" itself are heavily influenced by 
one's cultural, social and economic background. Difficulties in defining and quantifying both disability 
and digital inclusion in a country like South Africa attest to such challenges. 

econdly, the gap between policy and practice, including in the digital domain, risks entrenching and 
exacerbating existing inequalities. The ability to enforce rights depends on awareness as well as 
material conditions such as proximity and access to the courts, funds to pay for a lawyer and, perhaps 
most importantly, on a sense of empowerment as citizen's in relation to the state and to others. For 
South Africans with disabilities, these depend to a large extent on their socio-economic background, 
where they live, the language they speak etc. 

Lastly, an emerging body of research documents challenges and new forms of exclusion/ invisibility of 
people with disabilities online, such as inaccessible software/hardware, a steep learning curve or the 
practice of hiding one's disability to avoid pity or stigma. Yet, for people with disabilities as for others, 
the ubiquity of digital technology makes digital inclusion more and more a necessity rather than a 
choice or a right. A critical reflection on the limitations and pitfalls of current approaches to digital 
inclusion in a Global South milieu are particularly timeous, given growing concerns about the influence
and reach of poorly regulated informational superpowers based primarily in the West.

Submission ID

1515

MPS [Disability, Technology, and Communication Policy]4: 

See the True (Disabled) Me: Unexceptional Capacity and the 

Included

Authors

Mr. Kuansong Victor Zhuang - University of Illinois at Chicago & Macquarie University

35



Abstract

The current inclusion of disabled people internationally, signalled by the United Nation Convention on 
the Rights of Persons with Disabilities has resulted in what Robert McRuer (2010) has termed an 
uneven biopolitical incorporation, where some bodies are targeted for life even as others are for death. 
While disability studies has examined how bodies are debilitated and excluded, the processes by which 
the biopolitical state folds disabled bodies into life is undertheorized. 

Specifically, the Singapore state has sought to build an inclusive society since the mid 2000s. Yet it has 
refused any consideration of legislation to affirm disability rights, nor is there a comprehensive welfare 
state with disability benefits. Central to the government plans to create an inclusive society is the See 
the True Me, a public education campaign launched in 2016. As a national campaign, See the True Me 
features a series of videos mainly transmitted through social media and which aims to change the ways 
the public sees and understands disability. 

Situating the campaign within the larger pursuit of inclusion both in Singapore and internationally, I 
examine the ways in which technology and social media is used as a means to effect the inclusion of 
disabled people in Singapore, serving as a form of biopolitical control. Building on Jasbir Puar’s (2017)
theorization of debility and capacity, I consider how disability is deployed and how the figure of the 
included emerges in a campaign that seeks to effect change in public perception of disability. 

When considered vis-à-vis the aims of nation-building and the management of difference in Singapore, 
I argue that a key function of the capacitation of disabled bodies within inclusion is the making of 
unexceptionality in disabled bodies that are previously considered as the exception. The disabled body 
is made visible as part of this strategy; however, at the same time, disability is also erased in favor of 
the productive citizen-body, similar to other bodies of difference such as the racialized and gendered 
body. In other words, the figure of the included espoused in See the True Me is that of the 
unexceptional exception.
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Abstract

For over a decade, driverless cars have been a widely publicized development at the intersections of 
transport, communication, information, and media technologies. Driverless cars build upon histories of 
both cars and communication especially in recent times the emergence of mobile media, location, 
Internet, and data technologies (von Pape, Goggin, & Forlano, 2019).

With tech companies such as Tesla, Google (and spin-off company Waymo), start-up Zoox, Uber and 
ride-hailing companies, as well as incumbent automative manufacturers, engaging in trials and 
experiments, the path to mature technology, user acceptance, and social benefit has been a rocky one. 
Discussion, research, and policy on self-driving cars and automonous vehicles has focussed on a range 
of aspects, including AI and data, ethics, automated decision-making, smart cities, environmental 
implication and sustainability, and well as implications for differential mobilities. In this paper, I look 
at the state-of-the-art of driverless cars and communication policy via a specific and rich lens: critical 
disability studies.

Disability has been an important way that driverless cars have been imagined by those devising and 
planning them (Goggin, 2019). Driverless cars have been seen as a way to broaden the capability and 
inclusiveness of mobility technologies, so that people with disabilities as well as older people, and 
others, who have been excluded from piloting vehicles can now control their own vehicle. This 
redefinition of the boundaries among drivers and passengers, individual vehicles and collective 
transportation systems has been hailed as a potential advance in transport and mobilities justice. What 
is unclear is to what extent issue of accessibility and digital inclusion of such automonous vehicles are 
being adequately addressed in the global and local evolution of the technology, and especially in the 
emergent policy frameworks at various levels (international, regional, national, provincial, city or rural)
associated with it.

The paper offers a preliminary analysis of this situation, with particular focus on two jurisdictions: the 
US (a fulcrum for tech and mobility developments, with a relatively well-developed disability 
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movement and policy and legal frameworks); Singapore (an Asian centre for driverless car 
developments, where disability is now emerging as a societal, technology, and policy concern).
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This paper applies in-depth interviews and observation, representing how mobile apparatus and 
technology organize the mobile work of delivery riders in Shanghai. This study regards media not only 
as messages and information but also as infrastructures, devices and as enabling environments that 
provide habitats for forms of life (Peters, 2015). We find that during the process of interactions with 
mobile technology, delivery workers molded their subjective perception and consciousness. Within 
their consciousness lay also forms of social production and their relations of the digital economy.

Delivering in a foreign city, migrant riders depend heavily on Location-based Service (LBS) which can 
track location, allocate orders, plan routes and calculate time. Using big data algorithmic analysis, apps 
govern the work of riders dynamically and intensively. Meituan and Ele.me, China's two major on-
demand food delivery platforms have significantly reduced the time limit for each delivery. The 
stringent algorithms penalize late delivery which will lead to bad reviews, sharp wage cuts and fewer 
order assignments. Surveillance by apps occurred to prohibit workers from any clicking the complete 
button in advance. Riders are also paid by an algorithm. Additional rewards are offered according to the
number of orders. It is noteworthy that riders have developed some strategies for maximizing their 
earnings under the algorithm.
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Delivery workers conceive algorithmic systems as fair and reasonable, especially compared with their 
previous jobs managed by humans. The system creates a work more, earn more culture. Once these 
workers log into the apps, they involve deeply in rules of the system. They seem to wear the red shoes, 
keeping on delivering. Speed has played a core role in the consciousness of delivery workers. They feel
as if there is a force pushing them to work at breakneck speed. Living in the fastest growing city in 
China, they become guilty if they do nothing or work lazily.

Delivery workers don’t contract with platforms but with third party agencies. The more flexible labor 
processes and market are considered as characteristic of globalization since the 1970s (Harvey, 1990). 
This gig economic relationship denies the right of its workers to challenge unfair sackings, protective 
gear and insurance (Huang, 2019). These workers are economic men rather than social ones in 
Shanghai. Their relations with colleges are very loose because most of the time, it was him to face the 
pressure of his job. Their social networks are very poor because they don’t think they have time and 
need to build social relations in Shanghai. The capabilities of organizing and creativity in Zhejiangcun 
(Xiang, 2018; Zhang, 2001) can’t be found among delivery riders because they have been deprived of 
sociability by mobile technology. Under the shadow of distinction between social space and social 
groups in China, in the urban mobile lives of delivery workers, certain desocialization happens.
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How should policy address the expansive scope of ongoing platformization? Following the Snowden 
revelations, scandals like Cambridge Analytica, concerns over electoral integrity, and a regulatory 
vacuum in communications policy created by technological convergence and decades of neoliberal 
reforms, efforts to articulate policy oversight of digital platform markets gathered policymaker support 
and public attention. In the US, which this article uses as a case study, competition policy emerged as a 
prominent governance mechanism over digital platforms, resulting in the current antitrust scrutiny of 
tech giants like Facebook and Google. Drawing on policy documents, proceedings, and stakeholder 
interviews, I argue that this emergent governance framework, which seeks to harness and optimize 
market mechanisms to discipline platform markets, has significant limitations, notably in addressing 
noneconomic issues like platform power over political organizing, which can benefit from network 
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effects. Likewise, by focusing on individual companies, the paradigm misses the structural dynamics 
undergirding platformization (van Dijck, 2020).

I argue that such blind spots are compounded by what I call spatial and temporal policy silos. Spatial 
silos denote the disconnect between distinct policy arenas, like privacy law and competition policy, 
connected by a common problem like platform power. Temporal silos represent the disconnect between
policy interventions in a particular moment, which can manifest as false tradeoffs between policy 
options that become complementary on a temporal plane. For instance, in US policy discourse antitrust 
intervention in digital platform markets is often framed as a substitute for utility regulation of these 
markets. However, on a temporal plane, antitrust intervention can serve as a prerequisite for more 
robust regulatory oversight, not least to loosen platforms’ stronghold on political institutions to enact 
those interventions. I theorize how policy silos, as both a spatial and temporal metaphor, not only 
thwart robust policy problem definition (spatially) but also can create false policy tradeoffs 
(temporally).

I outline two ways forward. First, addressing spatial silos requires the harmonization of laws and 
regulatory frameworks (Flew & Wilding, 2020), but those disparate laws and regulatory frameworks 
first must be identified to be harmonized. I suggest policy mapping as a key step in addressing spatial 
silos. Second, addressing temporal silos requires temporal policy design. Here, I draw on public policy 
scholarship (e.g., Howlett, 2009) to introduce the notion of policy sequences: a temporal metaphor 
focusing policymaker attention on the linkages and incongruities between and compounded effects of 
successive policy interventions. When viewing certain policy options as sequences, they may cease to 
be substitutes and become deliberately ordered complements, like structural intervention and utility 
regulation. Thinking about policy on a temporal plane expands the scope of potential policy options 
available to policymakers. As a conceptual tool, policy sequences can aid in mapping long term 
strategy for meaningful policy change. Ultimately, I argue that we must consider policy interventions 
that can occur in different policy spaces but also at different policy times as part of the long-term policy
effort to counter platform power.
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Abstract

Widespread disinformation on the meaning of the word “gender” created negative dominant discourse 
towards gender and sexual minorities’ rights as misogynist, homophobic and transphobic messages 
turned mainstream. In the context of illiberalism and populist authoritarianism arising as a global 
dystopia from local realities across Eastern Europe, we examine how be the ways in which gender has 
been problematised in Bulgaria - and other countries in the CEE region where anti-gender ideology is 
prevalent; and what are the frameworks of dealing with this phenomenon. 

We are following upon a study of the anti-gender backlash in Bulgaria during 2018 - 2019, which 
resulted in the country’s rejected ratification of the Council of Europe Convention for Prevention and 
Combating of Violence against Women and Domestic Violence (known as the Istanbul Convention), to 
probe into the current social and legacy media modalities. The paper suggests that reversing anti-gender
rights attitudes by the use of ICTs remains difficult while powerful communication and political factors
generate hate speech and trivialize GBV. It is essential that the state interferes to defend pro-gender 
rights advocates, NGOs, experts, and journalists, who experience persistent pressure online. Negative 
public opinion and political pressure against gender rights impede policy-making against GBV and 
paralyze the efforts of institutions responsible for controlling online practices of gender-based abuse 
and sexual harassment. Individual commitment and interaction of civil servants, enforcement officers 
and rights' advocates appears crucial. 

Findings are based on the analysis of: online narratives; semi-structured interviews with key actors; 
focus groups of communicators, institutions and activists; and the outcomes from a solution finding 
workshop with the participation of civil society, state and enforcement agency representatives. We 
examine critically the first draft legislation in the field - and ensuing public consultation - following the
2018 - 2019 turmoil, initiated by the Bulgarian Ministry of Justice in January 2021 with the purpose of 
amending the national Law on Protection from Domestic Violence. The amendment is responding to 
recommendations of the European Commission and various control and monitoring mechanisms under 
UN conventions, for the harmonization of Bulgarian law with European legislative practices and 
international standards in the area of human rights.
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The cross-border flow and exchange of personal data have boosted the prosperity of worldwide digital 
economy and the development of social civilization (Garcia, 2020). Nevertheless, the data flow and 
exchange have also triggered a number of problems, particularly data breaches, which pose enormous 
challenges to the benign development and orderly governance of the data industry (Wu, 2017). 
Specifically, data breaches are concerned with personal privacy, organizational secrets, and national 
security while in the era of big data, it is confronted with such legal and ethical dilemmas as 
“aggravating privacy invasion,” “continuous Internet fraud and identity theft,” “[the]threat of 
nationwide monitoring and network attacks”, and “rampant data transactions and abuse in black 
market.” (Wang & Jiang, 2017, pp. 3286-3288) Overall, data breach is the source for many data-related
issues.

In recent years, large-scale data breach incidents have indicated that the data-related issues mainly stem
from technological development and cross-border data flow. Technological development has widened 
the regulatory gap, and the barrier-free cross-border flow of data has complicated the situation, 
rendering it beyond the reach of regulations established in the pre- and early-Internet eras. To this end, 
many governing bodies in the world have updated laws and policies, as well as legal supporting 
measures, especially after 2018 when European Union’s General Data Protection Regulation came into 
enforcement, to balance the opportunities and challenges of data flow and reinforce the institutional 
guarantee of data security.

The study summarizes 240 officially-reported top size data breaches since 2018 in the world. 
Compared with previous circumstances, the paper analyzes the global situation of personal data 
security and finds that: The scale of data breaches increased, which included emergence of new data 
categories and new ways of leakage; E-commerce retail, express delivery, hotels, and mobile apps have
become the most seriously breached areas; Strong economic motivation and poor security guard leads 
to the breaches; and Internet users’ awareness of privacy related rights is gradually rising. In this 
regard, many countries have implemented their “national standards” for data protection, such as EU 
standard of General Data Protection Regulation, US standard of California Consumer Privacy Act, and
China’s standard of Cybersecurity Law and Personal Information Protection Law of 2020. The study 
critically applies Samuel Huntington's three measures to evaluate the institutionalization of these 
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standards, and points out the developing trend of legislation in the future: the protection of sensitive 
data, such as health and biometric information, shall be the focus; breakthroughs in comprehensive 
legislation, improvements in international standards, and sustainable enforcement of data protection 
regulation will be the future direction.

In brief, when realizing that the human rights of personal data in the big data era may become an 
unrealistic fantasy, we no longer expect the past policies and principles to protect ourselves now or in 
the future. Instead, we are always supposed to rebuild the relationship between human and technology 
and continuously establish new regulating standards. 

Keywords: privacy, data breaches, data protection, institutionalization, standardization
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This paper examines the feasibility of public intervention into how machine learning models are 
trained. Existing literature typically critiques the opaqueness of machine learning models such as neural
networks or collaborative filtering, in an argument that parallels the black-box critique in technology 
studies. People in power may leverage the models’ opaqueness to justify a biased result without 
subjecting the technical operations to public scrutiny, in what Dan McQuillan metaphorically depicts as
an “algorithmic state of exception.” This paper attempts to differentiate the black-box abstraction that 
wraps around the implementation of technical systems from the opaqueness of machine learning 
models. It contends that the degree of asymmetry in knowledge is greater in a typical technical system 
than in the technical process of training machine learning models. Particularly in the case of software 
systems, software codes are difficult to understand even if they are openly available. Only software 
experts with sufficient domain knowledge are equipped to formulate a sound critique. In contrast, the 
meanings of trained parameters in a machine learning model are obscure even to the designers who 
configure and train the model. Hence, the asymmetry of knowledge lies only in how data examples are 
collected, the choice and configuration of machine learning models, and the specification of features in 
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model design. The site of these high-level design choices is where social biases are encoded in the 
technical process. Yet, high-level design choices such as racial bias in data examples are 
understandable by non-experts. Since such knowledge is relatively symmetric between the producer 
and the consumer of knowledge, public scrutiny or third-party audit is a practical possibility as long as 
the relevant information is available. This paper advocates the introduction of legal stipulation that 
necessitates third-party audit on the process of training machine learning models, in much the same 
way as how accounting practices of private corporations are subjected to financial audit. It calls forth 
the exigency of international standards on 3rd-party audit in the operations of data research.
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This paper analyses the fiercely debated policy process of revoking a cable news TV station in Taiwan, 
the first case of its kind in Taiwan’s history, by examining relevant discourses regarding two main 
topics, namely media freedom and media accountability. It has to be made clear that this is certainly not
just a single case in a small country, as it presents similar dilemma when Twitter deletes the then-US 
president Donald Trump’s posts for inciting turmoils, and even Facebook’s deleting users’ posts calling 
for individuals to unite against the Wall Street investors’ decisions. Media freedom has long been the 
sacred cow in newly democratised countries such as Taiwan, where freedom has been hard fought and 
hence worth to be protected. On the other hand, media accountability has been a relatively nascent idea 
imported from western countries in the past two decades.

This paper first reviews the literature in relation to media freedom and accountability, and then applies 
discourse analysis to both strains of discourses. It demonstrate how the concept of media accountability
has been introduced and perceived in the context of political democratisation as well as marketisation 
of media environment. Relevant documents such as policy papers, press releases, as well as published 
interviews with media regulatory agency top officials mentioning media accountability are selected in 
order to delineate the meaning of it. As for media freedom, mainly comments and op-eds are collected 
for analysis. By exploring the three ‘levels’ of accountability, namely legal liability, moral sanctions, 
and social answerability (Christians, 1989:36), this paper argues that media freedom is predicated on 
the fact that the media can be held accountable for the public interest, even though it might have rather 
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diverse meanings, it nonetheless shall be the benchmark from which media regulatory and policy-
making institutions instigate their policy framework.
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Abstract

This paper presents an analysis of meanings constructed by socio-digital political communication in 
Argentina, in order to generate indicators for the design of public policies. The pandemic has impacted 
on research about digital communication for public policies, promoting efforts to integrate knowledge 
and methodologies that provide indicators for the formulation of government communication policies, 
including risk and crisis communication and focusing on national, regional and local governments. The 
debate on communication policies in Argentina and Latin America in the 21st century focuses on: the 
divergences between the multiple public and private actors in the expanded public space, the media and
technological concentration, the regulation of media and digital services, the technological and digital 
divide as well as digital convergence (De Moraes, 2011 and 2013; Mastrini et.al., 2013; Becerra, 2015).
In this context, it is worth asking: What challenges do government communication policies face in 
relation to the modalities assumed by political communication in the digital age? The paradigm of 
communication as a human right understands communication as a universal right of audiences 
(Ottaviano, 2020) and, in this sense, implies the consideration of practices and meanings operating in 
diversities and inequalities, particularly in the era of globalized networks (García Canclini, 2012). The 
study of democratic communication policies tries to overcome the paradigm of exclusive technology 
policies for the information society, by a comprehensive approach towards the relations between 
communication and culture, which prioritizes participation, access and cooperation over 
competitiveness (Moragas, 2012). Furthermore, the model of socio-digital political communication, 
which considers the particular online and offline processes in Argentina and the region, provides an 
adequate theoretical and methodological approach for the study of public policies on this topic 
(Rodríguez, 2020). The methodological design of this work combines: a) a review of public and private
regulations on risk and crisis communication in Argentina; and b) a quali-quantitative analysis of 

45



digital content on public platforms and social networks corresponding to a contextualized selection of 
profiles of national, provincial and local public governments on a corpus made up of a selection of 
information during the year 2020 - in particular those related to the data mining, infodemic and fake 
news - in order to observe the surveillance of communication and technology laws and rights. The first 
findings show: a) the government risk communication strategy assumes a federal structure with vertical
coordination between different levels: national, provincial and local, including articulations with 
different actors, such as public universities; b) the implementation of a federal strategy for 
transparency, data security and access to verifiable and reliable information by the convergence of 
devices - such as a platform managed by the public news agency - and the agreement with 
municipalities and provinces for the construction and dissemination of public information. This project 
corresponds to research programs on digital communication carried out with the objective of creating 
an Observatory of Digital Communication at university, as a contribution for the development of data 
and indicators for the public policy on socio-digital political communication for federal and local 
levels.

Submission ID

1977

Ethical Artificial Intelligence in the context of European 

Union: gamification of policy-making and decision processes

Authors

Mr. Davor Ljubenkov - imec-SMIT-Vrije Universiteit Brussel; Aalborg Universitet København; 
Universität Salzburg

Abstract

Based on its success with the standardized Global System for Mobile Communications (GSM) 
telephony in 1990s and the General Data Protection Regulation (GDPR) in 2010s, the European Union 
(EU) is putting a lot of effort in regulating Artificial Intelligence (AI) and its widespread usage. A term 
of ethical AI has emerged and a number of national, European and global guidelines has recently been 
published, in the hope of creating a unified framework set to be used and implemented across EU and 
the globe.

However, legislative procedures and policy-making, the structure of EU itself and its difference from 
other global innovation frontrunners, such as the United States of America or People's Republic of 
China, are making it increasingly complicated to map out all of the ethical AI properties and guidelines.
Not only that, but policy makers are having a hard time of coherently visualizing how different aspects 
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of such interdisciplinary field interact with each other – both horizontally and vertically across 
institutions.

Hence, a holistic and data-driven policy-making approach to an AI-regulation will be used as a main 
topic for this paper. In order to help policy makers, every scope and process of the ethical AI itself will 
be completely translated to a compact digital dashboard that visualizes different data, uses gamification
methods for technical aspects in order to simplify them, and simulates decision-making processes 
across different domains. Good practices of computer-based economic models will be considered as the
architecture of building such a semi-intelligent system. Moreover, this paper takes into account both 
cause and effect of a trustworthy AI and its socio-economic implication, which will be separately 
discussed. The main research question posed in this paper is about how decision-making processes on 
ethical AI can be interactively visualized in order to provide important insight for policy makers? In 
order to answer it, a variety of theoretical concepts will be used: contemporary definitions of Artificial 
Intelligence, the Oxford Handbook of Ethics of AI, EU guidelines on ethics in artificial 
intelligence,white papers on trustworthy AI and its European approach, data-driven policy-making, 
gamification, multi-agent simulation systems, digital twins.
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Abstract

This paper draws on three years of embedded observation at Internet policy and governance 
conferences. Sharing observations of how ‘Internet access’ is experienced and conceptualised, it seeks 
to highlight inequities of access and demonstrate the coloniality of these spaces.

Propelled with a renewed fervour in the wake of the Covid-19 pandemic, state, private and third sector 
actors across the world are engaged ostensibly with the idea of ‘connecting the next billions’, yet across
policy and academic literature Internet access remains under-conceptualised.

Researchers have long criticised the ‘digital divide’ imagining of Internet access (van Dijk, 2006, p. 
233; Warschauer, 2002), noting the techno-solutionism that sees connectivity, hardware and software 
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proffered to apprehend complex socioeconomic and sociopolitical issues (Gunkel 2003, p. 503) yet, as 
IAMCR’s own issue classification demonstrates, the metaphor maintains ongoing prominence.

For decolonial researchers the ‘stickiness’ of a technical notion of access is something to be wary of, as 
Ali notes, it is a colonial sleight of hand that enables the socio-technical to appear as technical-neutral, 
thereby intentionally or not, masking inequitable power relations (Ali, 2018, pp. 132–133).

Organised by a range of actors, from UNESCO’s Internet Governance Forum (IGF), to Mozilla’s 
Mozfest, and Access Now’s RightsCon, the selected regional and global meetings vary in their 
purposes and audiences, however, all tackle the purported challenge of Internet expansion.

As research sites, these spaces serve to make visible the often obscured social relations of the Internet, 
allowing for the foregrounding of body-politics and geo-politics, exposing imperialist processes (Ali, 
2014, p. 28).

The paper presents reflections from physical and online gatherings, ongoing interviews, and time spent 
with policy activists at these events, as well as on-the-ground in their communities of work. Spaces are 
analysed using an ‘ideology in practice’ framework that sees ideology not simply as a set of ideas, but 
as “lived relations” bringing together “the totality of discursive and material practices” (Chami and 
Gurumurthy 2016, p. 2).

Conferences are found to be “issue framing and agenda-setting spaces” (Franklin, 2009, pp. 139–140), 
where resource rich actors are able to benefit from contested and under-conceptualised notions of 
Internet access, and a multi-stakeholder system, to promulgate techo-solutionism.

Exploring the experiences of youth and Global South participants, findings indicate that these groups, 
even if in attendance, still lack ‘access’ to conversations and resources due to closed cliques and opaque
participation processes dominated by Anglo-Western linguistic and cultural practices.

Further, moves towards ‘diversity and inclusion’ foreclose alternative visions for access through 
programming that assimilates groups which appear diverse, but hold largely aligned perspectives. 
Alternatives for Internet access are thus extremely sidelined, and disallowed to develop in these spaces.

The paper concludes calling for further interrogation of Internet access discourses, in tandem with more
open discussion on peripheralised access experiences. Through this seeking to engender a move from 
aspirations to ‘access’ (to a racialised, colonial political economy framed as benevolence), towards “co-
liberation” through a “connected fate” (Benjamin 2019, pp. 193–194), emphasising social justice and 
an end to global inequity.
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Abstract

Partnerships between African nations and major technology companies (e.g., Amazon, Google, IBM 
Research) have led to numerous artificial intelligence (AI) labs and other initiatives around the 
continent of Africa. However, stakeholders would like to generate more investments, find skillful 
people (talent) and provide access to the latest AI research in low-resource African areas. This increase 
in AI initiatives in sub-Saharan Africa has spawned an increase in AI policy recommendations with the 
AI ecosystem expected to subsum and affect the future of war, medicine, science and work. Countries 
in Africa are avidly seeking growth in the AI sector for those reasons, in addition to hopefully 
decreasing the digital divide, and generally, building their economies.

These policy recommendations aim to create AI toolkits with instruments to inform development and 
streamline deployment. They also advocate for guidelines to address inequality and discrimination, and
legal and regulatory frameworks for personal data protection and governance. These recommendations 
are forward-thinking for less-developed countries, yet reactionary due to what has already occured in 
developed countries regarding the recent influx of ethical matters around AI. Movements such as 
glocalisation tout a new way of conducting globalization that brings localities to the fore, and amplifies
the positive impacts of AI, particularly as they concern culture.

However, despite the pursuance of regulation, the irony is that a rigid regulation system may actually 
impede the growth of the AI ecosystem and its potential to cross borders in Africa. This article takes a 
cultural and historical perspective to interrogate contemporary AI developments in sub-Saharan Africa 
and present possible consequences based on how AI has impacted other regions. It argues that 
particular issues are so pervasive they further embed inequality and shape imaginaries that lessen 
political agency at scale. Additionally, it discovers structural relationships between governments, 
companies and communities that mitigate collaborative movements like glocalisation that aim to help 
the most vulnerable.
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Abstract

This paper examines implicit assumptions underlying the language of digital policy-making in the 
digital strategies of three different policy actors: the European Union (a political union), the United 
States of America (a nation state), and ASEAN – Association of Southeast Asian Nations (a trading 
block).

The development of digital technologies is increasingly taking center stage in national, regional and 
global economic and foreign policy-making, evidenced by the debates surrounding e.g. surveillance, 
the construction of 5G networks, electoral interference, disinformation, trade wars or antitrust 
investigations. These point to the prominent role of the digital transformation in geopolitical debates 
with a new emphasis on digital sovereignty amidst rising fears of internet fragmentation, accompanied 
by the emergence of a new, multipolar world order (e.g. Floridi, 2020; Mueller 2017; Pohle 2020). 
Meanwhile, in international fora such as the United Nations, the necessity of co-operation among 
governments, the private sector and civil society is increasingly emphasized, along with the need for 
acknowledging the mutual interdependence of the different actors and stakeholders involved in global 
policy fields, such as digital governance, where challenges are among the most pressing.

Building on previous research conducting a critical metaphor analysis of EU policy strategies 
(Dewandre and Gulyas, 2018), the article investigates the extent to which the digital strategies of the 
different policy actors are embedded in discourses of global economic competition where importance is
attached to acting alone, and examines the affordances given to co-operation with others, 
acknowledging mutual interdependence in the digital era.

The paper conducts a critical discourse analysis of key strategic EU, US and ASEAN digital policy 
documents spanning the period from 1984 to 2020, and studies them along four conceptual keys. These
are: i) SENSITIVE INVERSION, where economic agents have needs while humans are treated as 
functional; ii) TECHNOLOGICAL SENTIMENTALITY, where technology is seen as a threat or an 
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opportunity rather than a tool, iii) VERTICAL FASCINATION, where competitive, vertical power 
relations have primacy over co-operative, horizontal ones; and iv) SOVEREIGNTY ASSERTION, 
where actors strive for independence rather than acknowledging their interdependence. Expressions 
mapping into these conceptual keys are traced in key strategic policy texts from all three actors, 
revealing the extent to which their digital strategies rely on economic thinking, focusing on 
competitiveness and leadership, rather than co-operation and human well-being.

The results of the analysis reveal the primacy of economic thinking that underlies the shaping of the 
US, EU and ASEAN digital strategies, with remarkable similarities in spite of coming from three very 
different policy actors. Furthermore, the study shows that the policy actors tend to give priority to 
competition over co-operation in their digital strategies and sheds light on what kind of roles the actors 
envision for themselves and others on the global stage. The paper discusses the implications of the 
findings for the future of global digital governance and co-operation based on the worldviews revealed 
in the examined actors’ digital strategies.
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Abstract

This article seeks to continue the work “Public Communication Fragilities in Brazil and its relationship 
with a never-consolidated democracy”, published in 2019[1]. On the occasion, it was sought to 
denounce the effects of the dismantling in the communication policies in Brazil, more precisely in the 
public company, Empresa Brasil de Comunicação (EBC), which was intensified with the arrival of the 
extreme right-wing government of Jair Bolsonaro.

The previous article dealt with the dismantling of the EBC, which began with the legal-parliamentary-
media coup d’etat in 2016, even before Bolsonaro's election. With the beginning of a government 
identified with extreme right-wing authoritarianism and with a strong relation with the military this 
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dismantling took on even greater proportions. The purpose of the public communication system 
became to promote the figure of the president and the actions of his government.

In this deployment, we will try to address the problem in question through another view, mostly in 
shedding light on the forms of denunciations and resistance to this dismantling. First, we can mention 
the internal resistance, made by communication workers who make up the company's staff. The 
organization of this resistance started initially in a clandestine and fragmented way. Censorship reports 
and discussions about the work routine under the intervention by the new occupants of the federal 
government started to be shared in messaging groups, which allowed collective reflection, while 
preserving anonymity, protecting people from retaliation, and it also allowed for the construction of 
more coordinated reactions in response to the distortion of the company's public character.

This resistance has been systematized and gained more institutionalized forms that try to preserve the 
public character of the structure, with, for example, the organization of censorship dossiers and the 
creation of databases on themes, sources and approaches that have come to be banned. The dossiers 
made an internal reading of the processes of violation of the right to information, in which the 
professionals themselves reported what was silenced in the content that was aired. Recently, a new step 
of systematizing resistance and the EBC Citizenship Ombudsman has begun. The title refers to the 
structure of the company itself that was equipped and stopped making the bridge between the audience 
of the public system and the journalists and other professionals who work at EBC.

These initiatives are marks of resistance to the dismantling of public communication in Brazil. This 
article will, therefore, seek to map and analyze the ways that both EBC professionals, as well as civil 
society organizations, public and parliamentary bodies are finding to denounce attacks on public 
communication, which are also understood as attacks and erosions of democracy itself.

[1] The version in English was presented as an Online Conference Paper within the programme of the 
Communication Policy and Technology Section (CPT) at the annual conference of the International 
Association for Media and Communication Research, IAMCR Online 2020, hosted by Tampere 
University, 12-17 July 2020. “The fragility of public communication in Brazil and its relationship with 
a weak democracy “
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Abstract

Much of the reality of contemporary digitally mediated work entails having to navigate the complex 
digital ecology of online tools. Scholarship in the field of digital skills and literacies have mapped some
of the pedagogical and policy strategies for tackling this complex issue (Van Djik & Van Deursen 
2014). In this paper, we investigate how people devise heuristic skills as elements of everyday practice 
to help them complete unfamiliar tasks with digital media. This entails a shift in conceptualising skills 
as not ‘out there’ to be learned but develop through their enactment in situ. Rather than defining skills 
using a tool- or media-driven approach, we understand skills as situated, embodied processes known as 
‘task-orientation’ (Ingold, 2011, p. 195). Building off of scholars that have applied Ingold to digital 
media use (Moores, 2017; Sumartojo et al. 2016; Pink, 2016, 2015; Pink & Leder Mackley, 2013; Pink,
2011), we use task-orientation to unpack processual stories of eleven female participants who 
completed an unfamiliar task related to communication or data analysis using a self-directed online 
search that was recorded using unobtrusive recording software and supplemented with the walkthrough
method (Light, Burgess, & Duguay, 2018).

Our paper highlights the importance of narrative (Ingold, 2011; Van Ittersum, 2014; Lave et al., 1990; 
Patchett, 2016; etc.) in describing each participant’s search pathways and phases taken to complete a 
task. In addition to miniature stories for each participant, our narrative is enhanced with graphs that 
visualize the proportions and footprints of each search.

The findings indicate an advantage to a processual - rather than procedural - approach to describing 
skills, which is impacted by spatial, technological, social, and cultural factors, and further highlights 
the complex relationship between application software and skill. Application software is designed and 
used independently from automated digital technologies, such as Google’s search algorithm, that are 
best described as mediatized skills, rather than technologies. This mediatization of skill is evident in the
way various participants use keywords and navigate their search process through webfaring.
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Abstract

The rules established by social media platforms to govern the behaviour of their billions of users are 
among the most important private policies in the world. Yet, not much has been written on how these 
policies changed over time, an aspect that seems essential to understand the historical transformation of
these platforms into dominant spaces of global communication. In this paper, we discuss some initial 
findings of a project that aims to map out the internal rules of five mainstream platforms (Facebook, 
YouTube, Twitter, Instagram and Sound Cloud). In particular, the paper debates some methodological 
difficulties involved in the historical research of these rules, and presents the blueprint of an open 
repository of platforms' policies that aims to partially circumvent these difficulties.

The first part of the paper argues that platforms' policies appear to be concealed by a hardly discussed 
form of platform opacity, which we term archival opacity. By that we mean that platforms' rules are not
only presented in an intricate language (as it has been extensively argued elsewhere) but are also 
hidden from view by the way they are and are not archived in the platforms’ websites. Archival opacity 
is manifested in two main ways. First, current rules are not restricted to those of documents such as 
terms of service and privacy agreements. In fact, over time, they have become fragmented into 
sometimes dozens of URLs, buried in various Help pages that are not easily found by ordinary users. 
Second, previous rules are even harder to find. Few platforms have clearly organised archives; existent 
archives are either incomplete (Twitter) or confusingly designed (Facebook). The paper provides 
evidence of these inconsistencies and entertain some hypotheses that can explain them.

The second part of the paper proposes that this sort of archival opacity calls for a public, transparent 
and independently built online repository, which we are currently developing. This repository, called 
the Platform Governance Archives, is based mostly on the Internet Archives' WayBack Machine. We 
will explain how we have automated the process of data collection and organisation, noting the 
unavoidable perils and limitations of this approach. More than simply presenting the repository, the 
paper aims to generate critical and constructive feedback on the initiative.
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Abstract

This study examines how local stakeholders respond to the changing dynamics of television 
distribution in which structure becomes more subject to (US-based) over-the-top (OTT) service 
providers. In the last decade, the presence of Netflix and several US service providers have become 
prominent in almost every country in the world, and they have been accused of interrupting existing 
television regulatory regimes. When it comes to the production and distribution of television, OTT 
service providers have already become major investors and distribution channels in the domestic 
television industry and become more influential in the pandemic era (Lobato, 2019). Combined with 
various advantages which the US companies enjoy in the global market—including technological 
advance, a massive amount of capital, strong supports from the US government in the trade regime, and
existing worldwide distribution channel—such a penetration not only reinforces the existing structural 
asymmetry in the media market but also further causes the subjugation of many local producers in the 
field as subcontractors of global OTT players (Jin, 2015; Elkins, 2018; Cunningham & Scarlata, 2020).

In this regard, understanding how local producers and regulators in the field recognize the presence of 
foreign OTT services and how they respond to the entry of foreign OTT players into the domestic 
market is important. Based on interviews with South Korean policymakers and Korean television 
producers who work in the field, this research finds how they collaborate, challenge, and compete with 
foreign OTT platforms such as Netflix and Disney+. Interviews indicate that their responses differ and 
complicated depending on the market share of an individual player, the state’s approach to regulate 
foreign players and promote domestic stakeholders, and strategies of globalizing their television, and so
on. As a major local television production hub in the Asian market, responses from stakeholders and 
policymakers in the Korean television industry will contribute to developing critical insights on how to 
interpret the changing dynamics of the television market in the OTT era, and how to understand the 
local’s response to 'another' cultural invasion from the US and its platforms.
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Abstract

Our paper explores what comes instead of the “global Internet” after the utopian concept of the 
“network of networks” as a unifying apparatus has imploded. Typical in a world system of endless 
capital accumulation, inevitable economic crises arise and manifest in geopolitical struggles leading to 
reorientations of imperialist and colonial politics (Schiller, 1996; Harvey, 2003). While US-based 
monopolies have accumulated unprecedented amounts of wealth and power, the ‘centre of gravity’ of 
the Internet infrastructure has been shifting away from the United States toward Asia Pacific, BRICS 
countries and the Global South since the dot-com crash (Bhuiyan, 2014). Underscoring a monopolistic 
assemblage of networks in which geopolitical and economic power relations, ideologies and military 
legacies are embedded, this paper will contribute to the ongoing discussion on sovereignty in cyber 
realm (DeNardis, 2014; Mueller, 2017; Hong & Goodnight, 2020) by offering detailed cross-
disciplinary reading of two case studies that discuss how this implosion radically accelerates and 
accelerated by cyberwar, as the contestation for superiority between state, non-state, corporate and 
accidental agents and the process by which capital periodically reboots itself (Dyer-Witheford & 
Matviyenko, 2019).

While the Internet assemblage has always resisted spherical metaphors, after the “catastrophe of the 
round world” (Sloterdijk, 2011) the globalists’ imaginary is no longer possible. In focus of this 
collection is the spatial configurations replacing “the globe” (Sassen & Latham, 2005) that emerge 
through cyberwar eruptions to demonstrate how this simultaneous slippage of control and 
reentrenchment of power along class and state divides ensues in struggles against monopoly towards a 
post-American Internet. To explore the complex relationality of cyber realm expressed in the dynamics 
of these struggles prior to, simultaneously with or after they are formalized as policies, we will employ 
a topological perspective and argue that cyberwar is without a clear-cut division between the inside and
the outside, but instead, it has forced its subjects in a paradoxical, curved and traversed realm of 
ruptures, folds, gaps, chambers, bubbles and other panopticons that erect invisible walls between the 
user’s eye and the gaze of power (Friedman & Tomsic, 2016; Zuboff, 2019). In it, cyber realm emerges 
as an extremely porous realm: bordered and borderless at the same time (Munn, 2020), localized and 
planetary simultaneously (Bauman et al., 2014; Hong & Goodnight, 2020). Addressing the nature of 
technological, political and economic changes within Internet assemblages, our paper disentangles the 
persistent inconsistencies expressed in the policies or decisions by various techno-social and 
geopolitical actors that “divide the world into sovereign spaces,” but also undermine such divisions by 
either “debordering or overbordering” any set jurisdictions (Bratton, 2015). Among the examples is 
recent transition to 5G technology standard for cellular networks and its impact on redistribution of 
power that evokes old and new antagonisms between planetary techno-political capitalist powers 
(Schiller 2011; Hong, 2017); or the logistical algorithms of Palantir and Amazon making “smart” 
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detention centers, simultaneously, a new type of prison and warehouse (Ramos, 2017), which renders 
the commercial nearly indistinguishable from the martial.
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Abstract

For 10 years India has led the world in government-imposed internet shutdowns. In August 2019 it 
imposed a nearly six-month comprehensive communications shutdown—the longest ever—in Kashmir.
At the same time, the Modi government has promoted universal internet access under the Digital India 
campaign, attracting more than $15 billion from Facebook and Google in 2020. How can we reconcile 
the co-existence of these two contradictory projects of disconnectivity and connectivity? Do they 
represent a disjuncture in ICT policy addressing the digital divide?

This paper builds on postcolonial approaches to media and ICT policies and political economy to 
evaluate the implications of internet shutdowns for fulfilling expectations of political citizenship in 
India. This is done by examining three archives: activist reports, telecom industry market research, and 
a database of India’s internet shutdowns. These data sets reveal a coherent ICT policy framework 
featuring colonial continuities, technologies of governmentality, and focused investment in 
domesticating and universalizing mobile internet connectivity. This paper then evaluates how internet 
shutdowns reconfigure political rights and reify the fault line of mobile internet access.

This paper argues that internet shutdowns are reshaping India’s citizenship regime by imposing 
politically contingent connectivity while mobile internet access is simultaneously essentialized as a 
mode of citizenship through technologies of governmentality. Therefore this paper locates internet 
shutdowns as infrastructural sites of contested political expression.

Although empirically focused on India, it is chiefly concerned with the dramatic disruption of both 
digital infrastructure and political citizenship. Thus this article contributes to the literature on digital 
infrastructures, ICT policy, and citizenship in the internet age by connecting them at the site of internet 
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shutdowns. As shutdowns are increasingly embraced around the as instruments of control while digital-
first modes of engagement are normalized during the COVID-19 pandemic, it is important to continue 
to study internet shutdowns in diverse technopolitical contexts in order to understand the realities they 
construct on the ground and their implications for citizenship.
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